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Background - history of TCP zerocopy in Linux: TX 
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Linux had sendfile() support since early days.

This is using ops->sendpage() or ops->sendpage_locked() and available to 
splice() users, like sendfile() and vmsplice() 

In linux-4.14, Willem de Bruijn added MSG_ZEROCOPY support to sendmsg() 
system call, along with completions sent to the socket error queue. 

sendmsg(MSG_ZEROCOPY) is slightly more efficient since it does not have to 
lock the socket for every page, unlike tcp_sendpage().

Reference: https://netdevconf.info//0x14/pub/slides/62



Background - history of TCP zerocopy in Linux: TX 
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The sendmsg zerocopy needs hardware to support standard SG support and TX 
checksum offloading.There is no requirements on how memory blocks need to be 
sized/aligned.

Almost all modern NIC support these (and more)

Reference: https://netdevconf.info//0x14/pub/slides/62



Background - MSG_ZEROCOPY notification
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Background - MSG_ZEROCOPY notification
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Problem Statement

7

Extra overhead of 
system calls



Problem Statement
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How to return some information back to the user upon returning of sendmsg without 
introducing extra system calls?

We already have similar mechanism in recvmsg.



msg_control in recvmsg
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Reference: tools/testing/selftests/net/timestamping.c



msg_control in recvmsg

10
Reference: tools/testing/selftests/net/timestamping.c



How about msg_control in sendmsg? 
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Reference: tools/testing/selftests/net/txtimestamp.c
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Design - support msg_control copy back to user in sendmsg



Design - support msg_control copy back to user in sendmsg
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Design - compatibility
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Compatible with the original usage 
of msg_control in sendmsg



Design - trailing notifications
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The zc notification of the last 
several sendmsgs might be empty



Design - user interface - compatible with the original method
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Current msg_control logic in sendmsg
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Current msg_control logic in sendmsg

User passed in msg_control_user address is overwritten by a kernel buffer pointer.
For the convenience of further access in the kernel.



Implementation - A generic msg_control copy back framework
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Implementation - A generic msg_control copy back framework
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Implementation - A generic msg_control copy back framework
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put_cmsg is used here to handle compat cases



Implementation - how to make use of the framework in zerocopy?
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Implementation - overall
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Evaluation - msg_zerocopy selftest
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Reference: tools/testing/selftests/net/msg_zerocopy.c



Evaluation - throughput performance - notification interval = 1
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Reference: https://lore.kernel.org/all/20240708210405.870930-4-zijianzhang@bytedance.com/



Evaluation - throughput performance - notification interval = 32
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Reference: https://lore.kernel.org/all/20240708210405.870930-4-zijianzhang@bytedance.com/



Evaluation - overhead introduced
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In the hot path, a minor cost is added to every 
other send calls which do not use this feature



Next step - other possible use cases - timestamp
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Reference: tools/testing/selftests/net/txtimestamp.c



Next step - other possible use cases - Homa
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Reference: https://github.com/PlatformLab/HomaModule/blob/main/homa_api.c



Next step - other possible use cases - Homa
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Summary

- A lightweight zerocopy notification mechanism to save the overhead of extra 
system calls.

- A generic msg_control copy back framework in sendmsg, potentially apply to 
any other use cases where we need to return info back to user space.



Patchset

https://lore.kernel.org/all/20240708210405.870930-1-zijianzhang@bytedance.com/

Thanks for the code reviewing and suggestions by Willem de Bruijn and Xiaochun Lu!

Any comments or questions?



Patchset

https://lore.kernel.org/all/20240708210405.870930-1-zijianzhang@bytedance.com/

Thanks for the code reviewing and suggestions by Willem de Bruijn and Xiaochun Lu!

Open Question: Is this feature worth the minor cost in the sendmsg hot path?



Appendix - design history

Reference: https://lore.kernel.org/all/20240528212103.350767-3-zijianzhang@bytedance.com/



Appendix - compatibility
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Background - history of TCP zerocopy in Linux: RX
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The MSG_ZEROCOPY feature added in 4.14 enables zero-copy transmission of 
data, but does not address the receive side of the equation.

In linux-4.18, Eric Dumazet added a zero-copy receive mechanism to close that 
gap, at least for some relatively specialized applications.

- mmap() is used to reserve VMA space. tcp_mmap() makes sure pages will be 
Read Only. 

- getsockopt(fd, IPPROTO_TCP, TCP_ZEROCOPY_RECEIVE, &zc, &zc_len); 
To implement actual mapping of pages into user space.

Reference: https://netdevconf.info//0x14/pub/slides/62

https://lwn.net/Articles/726917/
https://lwn.net/Articles/752046/


Background - history of TCP zerocopy in Linux: RX
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Hardware features needed to support RX zero copy are limited to header split. 

The size of the payload should be page-sized and page-aligned.

Reference: https://netdevconf.info//0x14/pub/slides/62


